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Abstract. Building Bayesian Networks automatically
serves to reduce time and effort by defining variables and
the quantitative relation between variables. However,
the quantitative part is the most complicated to solve
because of it is statistical information. This research
proposes a method to construct the quantitative part of a
Bayesian Network based on text mining and ontologies
for Intelligent Tutoring Systems. The network structure
is built based on the variables and relations of an
ontology. Conditional Probability Tables (CPT) are
created from Wikipedia information. The constructed
CPT reach a correlation of 0.895 against the experts’
opinion. This correlation is good due to the subjectivity
in the evaluations. We conclude that using the text
mining in Wikipedia and ontologies, it is possible to
construct CPT that adequately represents knowledge in
an educative environment.

Keywords. Bayesian network, conditional probability
table, ontology, text mining, wikipedia, intelligent
tutoring system.

1 Introduction

An Intelligent Tutoring System (ITS) can be defined
as a software system that uses artificial intelligence
techniques to interact with students to teach them
in the same way that a teacher does [37]. A
significant problem in ITSs development is the
assessment of student knowledge. ITSs must
be able to determine accurately and quickly
the students’ learning level to decide what is
important to teach them. Authors have proposed
probability theory for handling the uncertainty in
diagnosing student knowledge [37]. One of the
probability-based techniques most used in ITSs is
the Bayesian Network [7].

The Bayesian network (BN) adequately repre-
sents knowledge because it involves the use of
reasoning in an environment of uncertainty [26].
A tutor needs to determine a student’s level of
knowledge, however, the teacher’s assessment
may have inaccuracies because of the difficulty
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in measuring knowledge [25]. A BN uses
probability theory as a framework to manage
uncertainty. This utilizes a graphical description of
a probabilistic distribution that efficiently combines
the propagation of probabilities within a rigorous
formalism [37].

The BN’s construction, based on judgment
of experts, is a complex task necessitating an
interaction with the expert and the need to translate
his knowledge into a structure of nodes, relations,
and numerical values [42, 40]. While building a
BN is completed in seconds, manual construction
involves more time and more work [39, 42].

While BNs can be built manually or automat-
ically, the process involves identifying variables,
variables states, establishing relations between
variables, and constructing the Conditional Prob-
ability Tables (CPT). However, the most com-
plicated part of BN’s generation is building the
CPT because it requires statistical information
representing the relation between variables [9, 21].
For this reason, constructing the CPT automatically
would expedite completion.

Data mining is a way to build BNs automatically.
This approach is based on the analysis of
information to identify variables, relations and
the CPT. However, this process has some
problems [21]:

— Inability to cope with the missing data.

— Possibility in making wrong assumptions about
the input or output data of the structure.

— It does not integrate structured knowledge
sources of the current world resulting in
inaccuracies.

— If there is a significant number of nodes in
the networks, the learning algorithm search
space becomes so large that it often leads to
a decrease in learning.

Another way to automate the information is
based on ontologies. A similar structure to the BN
[36, 42, 6]. Ontologies represent the information
semantically through nodes and links. BNs can
be built based on ontologies, whereby a domain
of knowledge to make probabilistic inferences can
be represented. The ontological reasoning can

then be applied to solve semantic problems. The
qualitative part of the BN is easy to construct
because it relies on a structure with a larger
range of knowledge domains already represented
by nodes and relations.

On the other hand, the main problem is the
development of the quantitative part of a BN
because ontologies do not handle probabilistic
information necessary to BN inference.

There are efforts to generate BNs based on
ontologies. They have been applied to the medical
field as well as to other areas. These attempts can
be classified into three types:

1. Manual methods: It focuses on the human
execution of the processes of the creation of
the BN by an analysis of knowledge formalized
in ontologies [30, 32].

2. Semiautomatic methods: Automatically gener-
ate some part of the BN of a given ontology;
These methods require user interaction to
assist in the remaining parts [14, 9].

3. Automatic methods: These methods work
with a particular form of input of the ontology
and generate a simplified predefined structure
from this input [43, 5].

CPT have been built in different ways, in [42,
44] is proposed an automatic construction of BNs
extending the ontologies. However, manual labor
is present when the ontology is built. Andrea [1]
proposed ontology instance-based construction of
CTP. However, this method could construct CPT
that do not reflect the reality of the educational
domain. Significantly, Andrea’s approach would
be useful only when the ontologies had sufficient
instances, and the majority of available ontologies
do not have this.

Bucci [5] automates the generation process of
CPT with a BN template using a database of
diseases and symptoms, however, the original
domain is reduced, losing important information.
The techniques of these works are not designed for
the educational environment, and for this reason a
new proposal is necessary to face this new domain.

The objective of this work is to construct the CPT
by means of the relation between concepts of an
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ontology and Wikipedia information. Results of the
method are focused on educational environments,
therefore, results are compared with experts from
the educational domain through the Pearson’s test.
The objective of this work is important because
it helps to automate the construction of the ITS
domain module.

This study is organized as follows: Section 2
establishes related work. Section 3 describes the
theory that supports our research. Section 4 shows
the used approach. Section 5 explains how the
CPT are constructed and the relationship between
variables is obtained. Section 6 describes the case
study with an experiment and its results. Section 7
presents the discussion. The last sections describe
conclusions and references.

2 Related Work

This section describes some works that have
automated the process of BNs construction based
on ontologies.

Devitt [9] proposed an approach to harness the
knowledge and inference capabilities inherent in
an ontology model to automate the building of
BNs to represent a domain of interest accurately.
The method was implemented in the context of
an adaptive, self-configuring network management
system in the telecommunications area. Although
Devitt adequately constructs the variables and
their relations, the proposed method is considered
semi-automatic because it does not fully generate
CPT. Human effort is still necessary.

Ding [12] developed BayesOWL, this study
proposed a modification to the IPFP (iterative pro-
portional fitting procedure) algorithm to construct
CPT. However, this method does not analyze any
kind of knowledge domain information, so the
method constructs CPT that do not reflect real
aspects of the educational domain.

Fenz [14] used the ontology to provide the
necessary knowledge about relevant influence
factors, their relationships, their weights, and
the scale which represents potential states of
the identified influence factors. The developed
method enables the semiautomatic generation and
alternation of BNs. The limitations of the proposed

method are the same as Devitt, in that CPT are not
calculated and human effort is still necessary.

Andrea et al. [1] proposed to construct BN
automatically. They argued that the information
to make the automatic process is found on the
same ontologies. The semantic information of
the concepts can provide the relation between the
nodes. The frequency of data of instances was
used to construct the CPT.

This method may be adequate but requires that
each ontology has sufficient instances to create the
CPT, and the final CPT may not represent reality.

Yan [42] proposed a framework that provides a
set of structural translation rules to map an OWL
(Web Ontology Language) taxonomy into a BN
directed acyclic graph. The framework makes an
extension to the OWL standard to support the
quantitative part to make an automatic conversion
to the BN. Although the human effort disappears in
the process of conversion, there is still human effort
needed when quantitative information is added to
the extended ontology.

These works have advanced in different areas,
however, the educational area has not progressed.
Related work can correctly define variables, states,
and relations, however, they do not adequately
face the construction of the CPT to the needs
of this study. The main difference of our work
with related work is to construct CPT automatically
for an educational domain in a similar way as
experts construct it. Our work impacts efforts
such as [15]. These researchers used an ontology
and a BN to evaluate knowledge in an adaptive
educational system. However, the construction of
both structures was manual; our method would
support the building of CPT of the BN used in
this article.

3 Fundamentals

3.1 Bayesian Network Theory

BNs handle a variety of definitions and concepts
[29, 26]:

1. A node n is a random variable that can have
multiple states.
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2. An arc is a connection between two nodes
and it represents the dependence between
two variables. An arc is defined by an ordered
pair of nodes (nb,nc).

3. The node nb is a parent of the node nc, if there
is an arc (nb,nc) between the two nodes.

4. The node nc is the son of node nb, if there is
an arc (nb,nc) between the two nodes.

Subject

Unit 1

Unit 2

Unit x

Topic 1

Topic 2

Topic y

Concept 1

Concept 2

Concept z

Act. 1

Act. 2

Act. 3

Act. 5

Act. 6

Act. a

Act. b

Act. c

...
...

...
...

Act. 4

Fig. 1. Bayesian Network Structure for ITS

The states of a variable must meet with two
properties:

1. To be mutually exclusive, i.e. a node can only
be found in one of the states in a given time.

2. To be an exhaustive set, i.e. a node can have
no value outside of the set.

The BN model [29] is represented as a 3-tuple
in BN = {N ,DB,P}. The variables N and
DB represent the qualitative part of the BN.
Elements in N represent random variables as
N = {n1, ..,na}, a represents the total of
elements in N . These variables are related to
each other, these relations are represented as
DB = {(nb,nc), .., (nx,ny)}. Where, the first
element of the ordered pair represents the parent
node (relation beginning), and the second element
represents the child node (relation end).

The variable P represents the quantitative part
of the BN, this variable works with Conditional

Probability Tables (CPT). CPT shows the prob-
ability that an event will occur based on the
combination of the nodes and the value of their
states. The uncertainty of the causal relation
is represented by the conditional probability table
P (nq|πq) associated with each node nq, where
πq is the parent set of N . Under a conditional
independence assumption, the graphic structure
of BN allows an unambiguous representation of
interdependency between variables. It leads to one
of the most important feature of the BN: the joint
probability distribution of N = (n1, ...,nr) can be
factored out as a product of the CPT in the network:
P (n1, ...,nr) =

∏r
q=1 P (nq|πq) [11].

3.2 Bayesian Network in ITSs

In recent years, ITSs has focused on three
main approaches to student modeling [7] namely
BNs, fuzzy logic, and ontologies. Other authors
[38, 40, 41] concluded that BNs is the most
commonly used approach in ITSs because of the
advantages offered by their theory. Danaparamita
[8] made an evaluation of two student models;
fuzzy logic and BNs, and concluded there was a
slight improvement of BNs over the fuzzy logic in
predicting the learning needs of the student.

In this paper, the structure used to represent
the knowledge is based on the Millán’s model
[27]. This model helps to determine the cognitive
degree of the students through their interaction
with the BN. Millán’s model uses the next element
to conform the BN:

— Variables for measuring students attained
knowledge: This knowledge is broken down
into pieces of information. Different levels of
granularity can be obtained. Figure 1 shows
how the knowledge of a subject is divided into
units. The units are divided into topics and
finally, the topics are divided into concepts.

— Variables for gathering evidence: These
variables interact with the student to obtain
evidence for inferring knowledge. These
variables are represented at the right end of
Figure 1. These can be tests, exercises,
activities, lessons or the tracking of student
interaction with the system [35].
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— Links between variables: Dominate knowl-
edge has a causal influence on learning
preceding and immediate levels in the related
granularity hierarchy. With regard to links
between the nodes and the questions, it
is considered that knowledge has a causal
influence on correctly answering the variables
for gathering evidence.

The development process of the MillÃ¡n’s model
is divided into six phases [33]:

1. Definition of a knowledge domain: the work
area is chosen based on the needs of the
problem.

2. Development of a hierarchical scale of
knowledge: Classification of the knowledge in
different levels.

3. Construction of the Bayesian Network: Create
nodes and establish dependence relations
between them.

4. Design of the CPT: Assign probabilities to
nodes, according to relationships with parents.

5. Design of activities to gather evidence: Create
a bank of activities and assign relations with
the concepts contained in nodes.

6. Creation of the CPT for the activities: Assign
probabilities to the question nodes according
to their parents.

The phases 1, 2, 3, and 5 create the network
structure (structural or qualitative section), and the
phases 4 and 6 calculate the estimated probability
values for each node (parametric or quantitative
part). The phases 4 and 6 could be combined into
one. However, they were divided into two phases
to allow better organization and clarity. This work
focuses on the phase 4 of the methodology.

3.3 Ontology

In computer science area, Gruber [17] stipulated
that an ontology is an explicit specification of a
conceptualization. The conceptualization refers
to an abstract model of some phenomenon that
has identified its relevant concepts. The word
explicit means that all concepts employed and the
constraints on their use are explicitly defined in the
model [3].

In the simplest case, an ontology describes a
hierarchy of concepts (i.e. classes) related by
taxonomic relationships (is-a, part-of). In more
sophisticated cases, an ontology defines domain
classes, properties (or attributes) for each class,
class instances (or individuals), and also the
relationships that hold between class instances.
It is also possible to add some logical axioms
to constrain concept interpretation and express
complex relationships between concepts [3].

4 Calculation of the Relation between
Concepts

Wikipedia has a vast knowledge in the structure
and articles, this encyclopedia is recognized as an
enabling knowledge base for a variety of intelligent
systems [18]. Wikipedia articles are related
to other concepts representing other articles.
Knowledge is formed through relations.

Therefore, if the concept x is based on
the concept y to be explained, a relation
of dependence exists between these concepts.
Measuring the dependence between concepts,
concept y with concept x, indicates the importance
of the first concept in understanding the second
one. If we have a quantitative way to measure this
relation, we could establish weights to concepts
that represent their importance.

The semantic relation of concepts depends on
multiple factors and the correct combination of
them [24]. A combination of factors was considered
to measure the importance of concepts. Our
proposal considers three main factors:
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— Frequencies: The basic idea of this factor
is that keywords in a text are those terms
that are most repeated. Therefore, a concept
is important if it is repeated several times in
a document [4, 24]. This factor is useful
in various techniques based on the ID-TFD
algorithm [47]. This aspect is called factor
fr for our purposes. This factor involves the
following cleaning process:

– Tokenize sentences: The tokenization
breaks down the sentences into a set of
words [20] called tokens. It is the minimal
unit represented.

– Delete stop-words: The stop-words list
includes the most frequently occurring
words in a text [16]. Stop Words
are words which are not significant to
our method (e.g. a, the, of, etc.).
These words are eliminated from the
original text.

– Apply stemming: The stemming tech-
nique utilizes the root form of a word.
The main objective is to assign equal
importance to words having the same
root. Thus, words in their different forms
are considered to be the same [20]. The
most common method used to do this
process is Porter’s algorithm [31].

— Hops: This measure is calculated based
on Wikipedia structure. In a hierarchical
tree structure, the concepts that involve fewer
jumps between the nodes are the most closely
related [23, 24, 46]. The relation between two
concepts, A and B, is wide if the content of
concept A has a direct link to concept B. The
relation between two concepts will decrease
according to the number of hops that exist
between the two concepts. This aspect is
called factor s for our purposes.

— Similarity of concepts: If two terms are
related, they will share words within their
meaning [46]. This is based on the idea of
obtaining the frequency of words of two texts;
there will be more relation as they share more
common words between them. This aspect is
called factor j for our purposes.

Variables and equations have been defined
based on the aforementioned factors to measure
the similarity between concepts in an educational
environment.

4.1 Variables in the Ontology

The ontology is used to represent the structure
of the network. However, this article does
not focus on building the qualitative part of the
network. It focuses on building the quantitative
part. Nonetheless, to construct the quantitative
part, it is important to define the structure to
represent the mathematical model.

The variables representing the problem and how
their relationship are shown Figure 2. The root
class of the ontology is represented by the variable
r. The variable h represents a class that is
composed of other classes. Finally, the variable
p is class that form another class.

...

r

h

p
1

p
2

p
n

Fig. 2. Relations between variables in the ontology

The set P represents the parents that influence
a child (P = {p1, p2, ..., pn}). The set X includes
the set P and other two elements root and child,
the set X is formed as X = {r,h, {P}}. Where
xy represents an element of X and P represents a
subset of X.

The elements of the set X are related in the
following way (see Figure 2): (1) The element root
is influenced by the element child (h, r), in this
case r is a child and h acts as the parent. (2)
The element child is influenced by the element
pi (pi,h), in this case h is a child and pi acts as
a parent.

The objective is to find the numerical relation
between the child and the parents that influence
it. Each element of X corresponds to a Wikipedia
page that describes a concept. The element xy
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can be treated by the title (concept representing the
page) or the content (the text of the article including
links, references, and other attributes). When we
refer to the concept, it will be denoted as ct(xy)
and for the content as cd(xy). The same applies to
the elements of P , for the concept as ct(pi) and for
the content as cd(pi).

4.2 Quantitative Relation between Variables

The previous foundation was considered in this
section. The equation rel(pi,h) = 1

3 (frnorm(pi) +
jnorm(pi) + snorm(pi)) was defined to obtain the
numerical relationship between the variables.

This equation considers three factors: the
factor frnorm obtains the normalized relation
measure considering the frequencies, the factor
jnorm obtains the normalized measure of relation
taking into account the coefficient of Jaccard,
and the factor snorm obtains the normalized
measure of relation considering the hierarchical
scale of Wikipedia. Each one of these factors is
explained below.

4.3 Quantitative Relation Considering the
Frequencies (Factor fr)

This factor looks for a value that represents the
parent pi through its frequency. It considers doing
a frequency search on all directly related nodes;
sibling nodes, the child node, and the root node.

The equation fr(pi) =
∑m

y=1(fr(ct(xy), cp(pi)))
was used to find this numeric relation, where
fr(ct(xy), cp(pi)) is the frequency search of the
term pi in the domain xy andm is the total elements
of the setX. The previous process will be repeated
for each element of X, obtaining a sum of each
result. ct(xy) must be different from ct(pi) because
P is a subset of X.

The results are normalized through equation
frnorm(pi) = fr(pi)/

∑n
i=1 fr(pi).

4.4 Quantitative Relation Considering
Coincidence of Concepts (Factor j)

This factor establishes a quantitative relation
between two sets, c1 and c2. The words found
in the article pi represent c1 and the words
found in the article h represent c2. The relation
is obtained through the coefficient of Jaccard
[22], this coefficient is represented in equation
j(c1, c2) = |c1 ∩ c2| / |c1 ∪ c2|.

The equation represents the intersection of both
sets divided by the union of both sets. The results
are normalized through equation jnorm(pi) =
j(pi)/

∑n
i=1 j(pi).

The coefficient of Dice [10] was also used. How-
ever, there were no differences when normalizing
the values to assign the weights to the relations.
The most common coefficient was used to find the
numeric relation [19].

4.5 Quantitative Relation Considering Hops
Between Concepts (Factor s)

This factor refers to the number of hops between
two concepts, c1 and c2. That is, the number
of links that must be followed to go from one
Wikipedia page to another. The concept c1
is represented by cp(pi) and the concept c2 is
represented by cp(h). The measure relation is
calculated through the equation s(c1, c2) = (w −
d(c1, c2)) ∗ t.

The equation is supported by the equations x =
round(xmean), w = x + 1, and t = 1/x. Where
x represents the rounded average of hops to go
from one page to another in Wikipedia [28][2]. The
variable w represents a hops limit. Any number of
hops from one page to another greater than w will
be considered a null relation.

The variable t represents a factor applied to
the hops to learn the final value between 0 and
1. The results are normalized through equation
snorm(pi) = s(pi)/

∑n
i=1 s(pi).
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5 Construction of Conditional
Probability Table

This section shows how the CPT are constructed
with the weight of relations.

The conditional probability table of each node
is constructed by the Build CPT function in the
algorithm 1. The function receives as input an array
of elements weights[] and it constructs a support
matrix (matrix). The length of the input array helps
to calculate the rows of the matrix. The number of
columns is obtained through the operation 2rows.

The design of the BN contemplates two states
or scales of the nodes; present or absent. The
present part is calculated because the absent one
is obtained by the complement of the state present
(considering 1 as the maximum value). The
probability of each possibility must be calculated
to create the CPT. Thus, a node can be known or
unknown. If the node is known, it is represented by
the weight of its relation given the array weights,
if not it is represented by 0. The total values to
be obtained are 2rows. Where rows represents the
number of nodes that influence another. Thus, if
we have 2 nodes that influence another, the total
value of the state present will be 22 = 4, plus 4
values for the state absent .

Code from line 7 to line 28 in algorithm 1
builds the support matrix to find the probability for
each combination given by the parents and their
states. The completed support matrix constructs
the conditional probability table (From line 30 to
40). This is done by adding each column of the
support matrix, thus obtaining the value of the state
present (line 36) as well as the absent value (line
37). The built conditional probability table is the
result returned by the function (line 41).

6 Experiment and Results

A case study is designed for testing the correlation
of the method and experts. Firstly, We selected
an ontology of the Object Orientation (OO) domain
from the article [34]. This serves as a basis for
obtaining the variables and relations for the BN. A
questionnaire survey was made to teachers who
teach Object Oriented Programming (OOP).

Algorithm 1 Process for building Conditional
Probability Table

1: function BUILD CPT(weights[])
2: rows← lenght(weights)
3: columns← 2rows

4: initialize matrix[rows][columns] with zeros
5: initialize CPT [2][columns] with zeros
6: cont← 0;x← 0; flag ← true
7: while x < rows do
8: jumps← (2rows−x)/2
9: y ← 0

10: while y < columns do
11: if flag then
12: matrix[x][y]← weights[x]
13: else
14: matrix[x][y]← 0
15: end if
16: cont← cont+ 1
17: if cont >= jumps then
18: if flag then
19: flag ← false
20: else
21: flag ← true
22: end if
23: cont← 0
24: end if
25: y ← y + 1
26: end while
27: x← x+ 1
28: end while
29: sum← 0; y ← 0
30: while y < columns do
31: x← 0
32: while x < rows do
33: sum← sum+matrix[x][y]
34: x← x+ 1
35: end while
36: CPT [present][y]← sum
37: CPT [absent][y]← 1− sum
38: sum← 0
39: y ← y + 1
40: end while
41: return CPT
42: end function

The results of the survey helped to quantitatively
determine the association between one concept
to learn another. Then, the method evaluated
the same relations between two concepts as the
experts did. Finally, a correlation test between the
obtained data was made to measure the accuracy
of the proposed method.

6.1 Ontology for Object Orientation Domain

For this study, the ontology from [34] was reduced
into classes and relations (see Figure 3), we
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considered only those classes represented by an
article in Wikipedia. The developed content of the
concept is necessary for its mining. The domain
modeled in the ontology is the OO, this is a field
in computer science. The OO is a programming
paradigm organized around objects and data. It is
an important topic in programming-related careers.

6.2 Experiment Description

The experiment was designed and executed to
verify that the value of the relations used to
construct the CPT are similar to the expert opinions
for this domain. Our method for building BN for
educational environments is novel and there are no
datasets with which to compare results.

The opinion of experts is the best way to validate
these types of structures that try to represent an
often subjective domain. Fenz [13] validated his
results in this manner utilizing experts for their
evaluation. This study confirmed the importance
of experts and established a statistical test to
check correlation.

6.2.1 Generation of Weights by Experts

The goal of this segment of the experiment is to
determine the importance of a particular concept in
learning another general concept. The instrument
is intended for teachers who teach the OOP
course. The ontology represents a section of
the knowledge of this course. The type of
sampling used is non-probabilistic because the
representation of the population is not required
in this experiment. The sample considered
professors who teach the course at universities
of Mexico.

The survey determines to what extent a concept
is important in understanding another. For
example: (1) To what extent do you believe that the
concept abstraction is important for understanding
the concept object − orientation? (relation
abstraction object − orientation). (2) To what
extent do you believe that the concept constructor
is important for understanding the concept class?
(relation constructor-class).

Each ontology relation established a question.
The scale evaluated values from one to seven,

where one was considered as least important and
seven as the most important. The process of the
experiment consisted of the following steps:

1. A list of universities that teach OO was
made to identify candidate teachers to answer
the questionnaire.

2. The instrument was created based on
ontology.

3. An on-line version of the survey was created
using Google Forms1.

4. Teachers answered the questionnaire over
Internet. No time limit was considered, and
personal information was not required from
the participants.

5. (5) Finally, the obtained data was analyzed
and interpreted.

6.2.2 Generation of Weights by the Method

The relations obtained from the ontology were the
input of the method. The same relations as the
experts were evaluated to determine the weight of
each class.

The proposed method was implemented in the
Java programming language with the support of
the JWPL (Java Wikipedia Library) programming
interface. JWPL Provides access to all Wikipedia
information in different languages in a structured
way. This includes a MediaWiki tag analyzer
for in-depth page content analysis. JWPL
offers methods of accessing properties such
as links, templates, categories, text and other
properties [45].

6.3 Results

The results of the experts and the method are
displayed in Table 1. The relations are described
in the column with the same name, an identifier
(column Id) was added for later references. The
opinion of the experts with non-normalized values
is shown in the column V alue . The columnWeight
(experts) displays the relation weight taking into
account the equation weight(P , ci) = ci/

∑m
i=1 ci.

1https://www.google.com/forms/about/
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Is part of
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Fig. 3. Ontology part of the Object Orientation

Here ci is the i element value of the set C
(C = {c1, ..., cm}). c refers to concepts that
compose other concept, where all the elements
of C compose the same main concept. In other
words, The variables composition and inheritance
share the same child (hierarchy).

Table 1. Results of the experts and the method

Experts Algorithm
Id Relation Value Weight Weight
1 OO abstraction 6.80 0.19 0.22
2 OO concurrency 4.70 0.13 0.12
3 OO encapsulation 6.45 0.18 0.13
4 OO hierarchy 6.50 0.19 0.07
5 OO modularity 5.90 0.17 0.08
6 OO persistence 4.60 0.13 0.04
7 abstraction abstract-class 6.40 0.48 0.36
8 abstraction class 6.95 0.52 0.64
9 modularity class 6.55 0.51 0.61

10 modularity package 6.35 0.49 0.39
11 hierarchy composition 6.05 0.47 0.44
12 hierarchy inheritance 6.85 0.53 0.56
13 encapsulation scope 6.25 0.33 0.24
14 encapsulation hiding 6.40 0.34 0.43
15 encapsulation modifiers 6.25 0.33 0.33
16 class attribute 6.90 0.25 0.14
17 class constructor 6.75 0.25 0.20
18 class method 6.90 0.25 0.29
19 class object 6.70 0.25 0.38
20 method overloading 6.30 0.25 0.23
21 method overriding 6.05 0.24 0.26
22 method method-modifiers 6.25 0.25 0.22
23 method parameters 6.80 0.27 0.30

6.4 Construction of a Conditional
Probability Table

Therefore, the maximum value is divided between
these two variables according to the proportion of
the value of the expert.

The values returned by the method appear in the
column Weight (Algorithm). These values do not
require any processing; the method already shows
them normalized.

A visual interpretation is represented in Figure
4. This chart displays the results of the Table
1. The x-axis represents the relations considering
its identifier. The y-axis represents the weight
obtained by each relation. The solid line represents
the normalized results of the experts. The dotted
line represents the results of the method.

This part shows how a conditional probability
table is constructed based on experts knowl-
edge. The variable encapsulation was considered
to the example. The algorithm 1 and its
weights shown in the Table 1 are considered
to this process. The variable encapsulation
is formed by three variables; scope, hiding,
and modifiers. So, the created relations are
encapsulation scope, encapsulation hiding, and
encapsulation modifiers.

The variable encapsulation has three parents,
therefore there are 3 relations with their weights.
This represents the input variable weight in the
algorithm 1. The value for state present is 8 (23),
plus 8 values for state absent. The support matrix
(matrix) represented in the algorithm 1 is shown in
the Table 2.

The values 0.24, 0.43, and 0.33 in Table 2
are taken from Table 1. These values can be
appreciated when one variable is present but the
other two are absent. For instance, when scope and
hiding variables are absent but modifiers variable
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Table 2. Conditional Probability Table to encapsulation variable

presente absentscope 0.24 0.24 0.24 0.24 0.0 0.0 0.0 0.0
present absent present absenthiding 0.43 0.43 0.0 0.0 0.43 0.43 0.0 0.0
p a p a p a p amodifiers 0.33 0.0 0.33 0.0 0.33 0.0 0.33 0.0

present (
∑

) 1.0 0.67 0.57 0.24 0.76 0.43 0.33 0.0
absent (1−

∑
) 0.0 0.33 0.43 0.76 0.24 0.57 0.67 1.0

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
Experts Algorithm

Fig. 4. Comparison between the experts and the method

is present, then encapsulation value is 0.33 (0+0+
0.33), equal than the relation 15 in Table 1.

The values to obtain the state present of the CPT
are obtained through a summation of columns as
shown in Table 2. The value absent is obtained
through the complement of the value present.
A conditional probability table is constructed for
each network variable following the structure of
the ontology.

6.5 Hypothesis Testing

The test is based on the hypothesis that the
combination of the three factors proposed will show

results close to the estimated values by the group
of teachers. This is verified by a correlation test
where it is expected to obtain a correlation greater
than 0.8 with a confidence level of 95%.

Two variables were considered, method and
experts. The variable method is defined as the
degree of numerical relation between the classes
generated through our method. The variable
experts is defined as the degree of numerical
relation between classes obtained through the
group of university professors.

The method and experts approved the Levene
and the Kolmogorov-Smirnov test with a confi-
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dence level greater than 95%. Therefore, we use
the Pearson test. The hypothesis are:

— H0: the variables method and experts have
no correlation.

— H1: the variables method and experts
have correlation.

The Pearson test showed a correlation between
variables of 0.895. The test yielded a P −
value below the significance level (0.001 < 0.05).
Therefore, we acceptH1; the variablesmethod and
experts have correlation.

7 Discussion

A method faces the difficult task of accurately
determining values in the same way as experts.
The decision of the experts is based on subjectivity
and often does not show agreement in their
opinions. For this reason, their opinions were
averaged to obtain a consensus in general.

A positive correlation of 0.895 between the
results of the experts and the method was obtained
applied the Pearson test. This represents a high
positive correlation in the range [-1,1]. A reliability
greater than 99% confidence was obtained with
the test. A greater correlation 0.8 is acceptable
considering the subjectivity that appears in the
estimates of the relations.

The used method is justified because of
the implicit knowledge within Wikipedia. The
articles have knowledge represented by its textual
information. The hierarchical structure provides
information support. The proper combination of
these factors provides a measure of the relation
between classes. This knowledge is generated
and evaluated by people with experience in the
domain who reached a consensus on the content
of the articles. Therefore, a degree of relation
can be established between what an expert
thinks (experts surveyed) and what others write
(Wikipedia information).

The obtained results indicate that the quanti-
tative part of a BN can be constructed based
on ontologies and Wikipedia information. This
structure is useful for educational purposes with
similar results to the experts.

The most outstanding contributions provided by
the method proposed in this paper are:

1. The reduction of effort and time in the
BN creation is achieved with the automatic
identification of the weights of the relations.

2. The automatic construction of one of the four
models of an ITS; Domain Model.

3. The automatic construction of the phase four
of the Millán model. It is the most complicated
phase of the process. It also serves as a basis
for automating the phase six.

4. This method helps to increase the teaching
domains not yet represented in BNs. This
gives the possibility of making inferences
about new domains in ITS.

5. The same domain of knowledge in two
different structures is obtained. This provides
the possibility of doing reasoning on two
levels; ontological and probabilistic.

There are some points to overcome such as:

1. The model only works with concepts that have
an article with content in Wikipedia.

2. A usable BN for an ITS needs six phase.
These activities create one phase.

3. The construction of the quantitative part of BN
is contemplated in this work. However, the
qualitative part is missing. It requires solving
other problems related to structure (cycles,
exponential complexity of relations, among
others).

Regarding the first point. Wikipedia has a
large number of articles from different areas.
However, some very specialized topics are not yet
defined. Few encyclopedias have more articles
than Wikipedia. This makes it a complicated
problem. And only a search on the Internet could
overcome this type of disadvantage. The approach
used would have to be modified.

In relation to points two and three, the most
complicated part of the six phases to create BN
is addressed in this article. The proposed method
reduces the work to construct to BN, remaining the
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qualitative part to be constructed, which is simpler
to be based on the ontology. A BN considering
the two basic parts, quantitative and qualitative, is
proposed in a next article.

8 Conclusions

This work presents a method to construct the
quantitative part of a BN. The method applies
text mining for finding the relation between the
variables of a BN. The case study of this article
considers an ontology of OO as the basis for
testing the method and locate the weight of
the relations.

This work established a relation between domain
experts and the proposed method. The experts
were teachers of the OOP who gave their opinion
on the importance of concepts in learning others.
The method consisted in mining the structure of
Wikipedia and its articles based on the classes and
relations of an ontology.

According to results, this study can affirm that
the frequencies, hops, and coincidence between
concepts allow obtaining measures between
concepts similar to experts of the same domain.
The Pearson’s test showed an accuracy of 0.895
between results of the proposed method and
results of experts, this correlation allows to build
CPT with high degree of reliability to be used
in ITSs.

Education has very theoretical phases such as
information in Wikipedia articles. Therefore, this
information can be used to obtain the weight of
the relations between concepts in a BN. However,
assuming we want to diagnose a disease or
assign a bank credit, the Wikipedia information is
inadequate because there is no type of knowledge
for these kinds of problems. It is necessary to find
other information sources to solve it.

The future work contemplates constructing the
qualitative part of the BN to have a completely
automated structure. In this way, based on an
ontology and Wikipedia we can build a BN for a
educational environment. We will also test in other
domains to prove the effectiveness of our proposal.
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